
•RL algorithm generates global plan from map in waypoints
•
•Local Planner generates servo and motor commands and determines optimal position, velocity and yaw
•
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• Objective: Develop a navigation system that safely and 
efficiently avoids obstacles in a maze

• Constraint: Avoid collisions with wall sand obstacles

• Research efficient control and path planning methods

• Utilize reinforcement learning to train an agent to minimize 
proximity to walls and obstacles.

• Classified and solved four sub-problems to design our 
autonomous navigator

• Coded in Python, C++, XML
• ROSMASTER R2 Vehicle, ROS [3]

ROS Master R2 Robot Maze Environment

• Markov Decision Processes (MDPs) model an environment, an 
agent, actions and a reward value for those actions [2]

• MDPs form the basis of reinforcement learning, and we 
simplified our maze environment into an 8x8 MDP state space

A simple MDP where there’s a 50% chance a student misses the bus

We trained both algorithms over 500 episodes with a 
decrementing epsilon value starting at 0.1. Below are the 
two policies that were created for our grid maze model.

We use RL to generate a Global Planner, or a path, that the 
robot will follow assuming perfect conditions. We implemented 
two classic RL algorithms: SARSA and Q-Learning [2]

SARSA Update Equation

Q-Learning Update Equation

• RL algorithm generates global 
plan from map in waypoints

• Local Planner generates servo 
and motor commands and 
determines optimal position 
velocity and yaw

1. Sample dx, dy, dθ in the robot's 
control space

2. Perform forward simulation on 
each sampled velocity

3. Score each trajectory

4. Pick highest-scoring trajectory 
and send  to robot [1]

Results

Future Work

Planning

Control

Localization

SARSA was computationally expensive for high episode counts, indicating a need 
for modern learning methods. Implementing  SARSA optimized between safety 
and efficiency across testing.  Our PID controller was unable to dynamically avoid 
obstacles, while the DWA Planner responded dynamically to obstacles even when 
they were not previously indicated in the occupancy map. When combined with 
the PID controller, the DWA Planner proved effective in generating optimal local 
planner commands.

Improve our model's efficiency with a Deep Q-learning neural network, which 
should enable more sophisticated decision-making. Training our RL algorithm on a 
cost map will allow us to better encode the robot's understanding of its environment 
and subsequently improve maze navigation. To tackle uncertainties in real-world 
scenarios, our efforts will also include the implementation of dynamic global 
retraining with obstacle detection with more emphasis on parameter tuning.

▪ StateVector = [Xt,Yt,θt, X't,Y't,θ't, X''t,Y''t,θ''t]

▪ Kalman filter receives odometer/IMU data

▪ Odometer data used for velocity

▪ IMU data used for position

▪ Weighted combination of state space model 
and measurement to produce state estimate [5]
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